
Adaptive Calibrator Ensemble (ACE)

Results on In-Distribution Test Set

Step1: Seeking two calibration sets (𝐷! , 𝐷") with extreme difficulty 
levels: an ID difficulty level (𝑑!) and a high difficulty level (𝑑");

Step2: Training two calibrators 𝐟! and 𝐟" on 𝐷! and 𝐷", 
respectively. Then the logits 𝑧! and 𝑧" are obtained;

Step3: An adaptive weighting average scheme to fuse the output of 
calibrators trained on the two extreme calibration sets:

𝑧#$% = 𝛼𝑧! + 1 − 𝛼 𝑧"

𝛼 =
avgConf(𝐷&'(&)
avgConf(𝐷!)

We use average confidence score to indicate  the OOD 
degree of test set. Thus, we compute the weight 𝛼 as:

ACE does not compromise in-distribution calibration performance

Results on Out-of-Distribution Test Sets
Distribution Shift: test samples are from a different distribution 
than the calibration set

Observations: an individual sample matters in classification loss; 
calibration objective depends on dataset difficulty

Tentative Explanation: Calibration Set Difficulty

Post-hoc calibration methods fall short under distribution shifts

Calibration Set OOD Test Sets

Why OOD calibration fails? 
The difficulty levels are different between calibration and OOD 
test sets, leading to distinct optimal calibration functions
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Out-of-distribution (OOD) Calibration

ACE improves calibration methods on out-of- distribution datasets 

n.s. represents not siginificant

Component Analysis

Code is avaliable at https://github.com/insysgroup/Adaptive-Calibrators-Ensemble.git

The adaptive weight 𝛼 achieves lower
meanECE over various OOD test sets 
and ID test set than fixed value

ACE method is stable when 
simultaneously reduce the size of 
𝐷! and 𝐷" by a certain percentage

Difficulty: the ratio of the number of incorrectly classified 
samples to that of correctly classified samples 


