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Unsupervised Accuracy Estimation Correlation Study

® Correlation study across different backbones
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Motivation = Test our multi-task network on them and calculate: a) sematic classification accuracy;

b) rotation prediction accuracy

> Rotation prediction is self-supervised: we can obtain its Linear Regression for Accuracy Estimation

| _ = Measure the accuracy relationship between two types of tasks
rotation labels freely and calculate its accuracy on any test set;
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We train a multi-task network for both semantic classification 2 200 g . 5 309 performance which can
and rotation prediction L S v 2 0.92 (- be easily obtained
: : - 30.0 40.0 50.0 60.0 70.0 80.0 90.0 '20.0 30.0 40.0 50.0 60.0 70.0 80.0 90.0 100.0 '50.0 55.0 60.0 65.0 70.0 19.0 80.0 © | I
rotatlon predlctlorzgr)\ead CIFAR-10 rotation acc. (%) MNIST rotation acc. (%) COCO rotation acc. (%) >0
GT Acc. (%) 92.58 87.12 94.60 74.80
- =g
backbone > We consistently observe a strong linear relationship (Pearson Correlation r > 0.88) Reference
dog between the accuracy of two taSkS; 1. Deng, W., & Zheng, L. Are Labels Always Necessary for Classifier Accuracy Evaluation? In CVPR, 2021
., H > |If the multi-task network is good at predicting rotations, it is most |ike|y to achieve 2. Gidaris, S., et.al. Unsupervised representation learning by predicting image rotations. In ICLR, 2018.

. good object recognition accuracy under the same environment, and vice versa
classification head

The code is available at http://weijiandeng.xyz
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